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Using host-controlRobert OlsonAbstractThe utility host-control conveniently con�gures a set of machines for usewith the networked version of PCN. It enables the user to specify exactly howPCN is to be run on each node, and it allows for easy control of runaway PCNnodes.This document provides the information needed for a new user to get startedwith host-control. It also provides the advanced user with the informationneeded to get around more di�cult problems in a networked PCN con�guration.1 The host-control utilityThe utility host-control is an interactive Perl [1] script that manages the selectionof hosts on which to run PCN. It eliminates the need to write a startup �le, andmakes PCN startup faster. In order to use host-control, it is necessary for Perl tobe installed on your system and on each remote system on which you wish to runPCN processes. The Perl software is freely available from many anonymous FTPsites.The host-control utility works by running a daemon program callednode-control on each machine on which net-PCN nodes are to be started. Thenode-control daemons communicate with the host-control program via TCPsocket connections. (We refer to host-control variously as a program and as adaemon since it acts as both: the user is always able to type commands at thehost-control command line; however, host-control is in addition listening formessages from node-control daemons.)The actual net-PCN node processes are created by the node-control daemonsand are children of the node-control daemons. As such, the node-control dae-mons can monitor the execution status of the net-PCN nodes, collect their output,and kill them if necessary.2 Use of host-controlTo run host-control, �rst ensure that your environment is set up such that the PATHenvironment variable includes the PCN bin directory (e.g., /usr/local/pcn/bin).This is needed so that the node-control script can be executed. Then typehost-control at the shell prompt. It will respond with a banner and prompt:1



% host-controlPCN Host control version 2.5Listening on 1842HC>Now host-control is ready to accept commands. The number that is printedis the TCP port number on which host-control listens to accept connectionsfrom new node-control daemons. This number can also be obtained by usingthe listen-port command.The utility host-control accepts a large number of commands. To obtain acomplete command list, use the help command with no arguments. For help on aparticular command, use help command-name. For information on the usage of agiven command, use usage command-name. For example:HC> helpAvailable comands:! abbrev alias apropos arch cd connect-to-node conns de�ne-groupdelete-group dirs disable dump-output edit enable enabled eval
ush-output help hosts kill kill-pcn kj list-group list-groupslisten-port load-con�g load-group node-rusage parray passoc popdps pushd pwd quit reconnect restart rset save-group setstart-group start-node status unalias unde�ne-group unset uptimeusage wait-for-pending write-nodesOther help:environment host-variables node-variables variablesHC> help save-groupSave the given group to the �le/Net/auriga/auriga5/olson/.pcn control/groups/groupname.def.Usage:save-group groupnameHC> usage save-groupUsage:save-group groupname2.1 The .pcn control DatabaseFor a node-control daemon to connect to the host-control daemon, it mustknow the hostname and TCP port number on which the host-control daemonis listening. This information is stored in a database in the host-control user'shome directory under the directory .pcn control. Under this directory there aresubdirectories nodes and hosts. For each host-control process (there can beseveral if desired, although not all operations are de�ned for multiple host-controldaemons) running on host hc-host there is a �le hosts/hc-host containing theTCP port number on which the host-control daemon is listening. Similarly, the�le nodes/nc-host contains the TCP port on which the node-control daemonrunning on host nc-host is listening. 2



The database directory can also contain a subdirectory groups which containssaved host group de�nitions. A host group is simply a list of hosts, de�ned us-ing the host-control define-group command. Host groups are used in startingnode-control daemons when rsh fails. See x2.2.2.2.2 Starting NodesThere are several ways to start node-control daemons. The most straightforward isthe start-node command. For each start-node argument arg, host-control �rstattempts to interpret arg as a valid Internet hostname (using gethostbyname()).If arg is not a valid hostname and a �le named arg exists, this �le is assumedto contain a list of host names, one per line. See x3.1 for some examples of thestart-node command.The host-control utility �rst invokes rsh to start node-control daemons. Forthis method to succeed, the remote machine must grant permission to the machineon which host-control is running to start processes. If this permission is notgranted, the node-control daemons must be started by hand.2.2.1 Starting nodes manuallyAssume that the host on which the host-control daemon is running is calledhc-host and the host on which we desire to start a node-control daemon is callednc-host.If accounts used on hc-host and nc-host have a common home directory (sothat the .pcn control database is available to the node-control daemon), a nodecan be started by simply typing% node-control &which will display a banner such asPCN Node control version 2.4Listening on port 1879 on host donner.mcs.anl.govGot host on donner.mcs.anl.gov/1874If there is no mention of connections to any hosts, then node-control was notable to �nd a host to connect to. Two actions may be taken in this case. The failednode-control can be killed and reinvoked as% node-control -h hc-host -p hc-port &where hc-port is the TCP port on which host-control is listening. Alternatively,host-control can be told where to �nd the node-control daemon by using thehost-control command connect-to-node nc-host nc-port, where nc-port isthe TCP port on which node-control is listening:HC> connect-to-node donner 1874Connected to donner.mcs.anl.gov/18743



2.2.2 Starting nodes using host groupsA common situation arises that causes problems in starting large groups of net-PCNnodes. A user may have accounts at several computing centers, each of which hasseveral machines on which he wishes to run PCN. Each group of machines grantseach other machine in the group permission for rsh, but no machine grants rshpermission for any machine outside of the group. The solution to this problem is tode�ne a host group for each group of machines. A host group is simply a named listof hostnames. To de�ne a group, use the define-group command:HC> de�ne-group anl-mcsEnter group members and blank line to endde�ne-group > donnerAdding donner.mcs.anl.govde�ne-group > ezraAdding ezra.mcs.anl.govde�ne-group > skeeveAdding skeeve.mcs.anl.govde�ne-group >After a group is de�ned, it can be saved in the .pcn control database by usingthe save-group groupname command.When the start-node hostname command fails because permission for the rshcommand has not been granted, host-control attempts to �nd a host group inwhich hostname is a member. If it succeeds, it then determines whether anothermachine in the group is already running a node-control daemon. If this is the case,host-control requests the node-control daemon running in the group to start anode-control daemon on hostname. Presumably, this method will succeed, as thehost group should be de�ned such that each machine in the group can rsh to eachother machine in the group.Note that a node-control daemon must be running on at least one machine inthe host group for this method to work. This implies that a node-control daemonmust be started by hand on one machine in each group for this method to work.2.3 Killing NodesAfter a PCN session (encompassing possibly many PCN runs) is complete, the userwill desire to kill o� the node daemons. There are two ways to do this. If a nodedaemon sits idle for longer than a certain length of time (which defaults to one hour),the daemon will time out and exit. Alternatively, the user can use the host-controlkill command:HC> kill allRemote command kill on locke.mcs.anl.gov:Node-control on locke.mcs.anl.gov/1726 exiting at 17:28:20 10/07/91HC>Disconnecting node locke.mcs.anl.gov4



3 PCN and host-controlOnce node-control daemons are running on the desired hosts, PCN can be started.The -start-nodes 
ag to PCN causes PCN to connect to the host-control dae-mon and request it to start PCN node processes. The number of processes starteddepends on the -n 
ag to PCN. If no -n 
ag is provided, PCN will start as manynode processes as there are node daemons running. If a -n nprocs 
ag is provided,PCN will attempt to start nprocs � 1 node processes. If fewer than nprocs nodedaemons are running, more than one PCN node may be started on a given machine.3.1 ExamplesFirst we look at some straightforward host-control usage. The �rst exampledemonstrates starting host-control, then starting nodes on three hosts (ezra,skeeve, and lutra).Example 3.1:% host-controlPCN Host control version 2.5Listening on 1842HC> start-node ezra skeeve lutraStarting node on ezra.mcs.anl.govStarting node on skeeve.mcs.anl.govStarting node on lutra.mcs.anl.govHC>Got connection from host skeeve.mcs.anl.govHC>Node control version 2.5 running on skeeve.mcs.anl.govHC>Got connection from host ezra.mcs.anl.govHC>Node control version 2.5 running on ezra.mcs.anl.govHC>Got connection from host lutra.mcs.anl.govHC>Node control version 2.5 running on lutra.mcs.anl.govThe second example demonstrates querying host-control for the current list ofconnections and the architectures of all connected hosts.Example 3.2:HC> connsCurrent connections (3):ezra.mcs.anl.gov/3922lutra.mcs.anl.gov/1032 5



skeeve.mcs.anl.gov/1120HC> arch allRemote command arch on lutra.mcs.anl.gov:sun4Remote command arch on skeeve.mcs.anl.gov:sun4Remote command arch on ezra.mcs.anl.gov:sun4Note that host-control may write output even when no commands have beenentered. This is a manifestation of the fact that commands may start a chain ofevents that executes in the background. For instance, start-node starts anotherprocess that performs the remote shell to the remote host. When the node daemonstarts running, we get one message from the subprocess with the node-controlstartup banner (this is where the version information fornode-control originates), and another message noting that a new node daemonhas connected with the host.The third example demonstrates starting PCN using host-control. The nodesstarted above by host-control are still running, and we see that one PCN nodehas been started on each for a total of four nodes.Example 3.3:% pcn -start-nodesPCN: Version 1.1 beta4; 4 nodes, 512k heap.(See the �le: /home/olson/PCN/v1.1/install/DISCLAIMER)*exit(0)%When PCN nodes are started, host-control prints a number of diagnostic mes-sages: HC>Got connection from host donner.mcs.anl.govReceived PCN startup request from donner.mcs.anl.govHC>Got request to start -2 PCN nodesStarted node on lutra.mcs.anl.govStarted node on skeeve.mcs.anl.govStarted node on ezra.mcs.anl.gov 6



Started 3 of 3Disconnecting cmd donner.mcs.anl.gov:0HC>Output from node lutra.mcs.anl.gov:PCN node exited on lutra.mcs.anl.govOutput from node skeeve.mcs.anl.gov:PCN node exited on skeeve.mcs.anl.govHC>Output from node ezra.mcs.anl.gov:PCN node exited on ezra.mcs.anl.govThe request for starting �2 nodes means that host-control has been requested tostart as many PCN nodes as there are node-control daemons.3.2 Process ControlOne can display the status of PCN processes on the nodes by using the commandstatus hostname. This will display the process ids of the PCN processes running onhostname. If necessary, one can kill a PCN process by using the kill-pcn hostnamepid command.4 Other host-control FeaturesThe utility host-control has a number of other features that allow one to tailorthe PCN computing environment more exactly.4.1 VariablesThree 
avors of variable a�ect host-control execution: environment variables, hostvariables, and node variables.4.1.1 Environment variablesThe host-control utility recognizes several shell environment variables. From theC shell, one can set environment variables with the setenv command:% setenv EDITOR /usr/ucb/viEnvironment variables are set from the Bourne shell as follows:$ EDITOR=/usr/ucb/vi$ export EDITORTable 1 lists the environment variables that host-control recognizes.7



Table 1: Environment variablesEnvironment variable Default value MeaningPCN CONTROL DIR $HOME/.pcn control Directory used for thedatabase of hosts, nodes, and groupsEDITOR /usr/ucb/vi Editor invoked by the edit commandTable 2: Host variablesHost Variable Value Actionstartnode-query on Query the user before starting node daemono� Do not query userrsh-timeout 30 Time in seconds before a start-node times outshow-output yes Show all node output as it comes inno Do not show node outputcollect-output yes Save all node output in an internal bu�erno Do not save node outputprompt Prompt user to kill node-control daemonsupon exiting host-controlkill-nodes-on-exit yes Kill node-control daemons upon exitinghost-controlwithout prompting userno Do not kill node-control daemons uponexiting host-controleditor /usr/ucb/vi Editor invoked by the edit commandwindow-width 70 Try to wrap to this column on somehelp output4.1.2 Host variablesHost variables a�ect the execution of the host-control process only. Table 2 liststhe currently implemented host variables and their default values. Host variables areset with the set variable value command. If value is not speci�ed, the currentvalue of variable is displayed. If neither variable nor value is speci�ed, thevalues of all variables are displayed. The unset variable command will removethe de�nition for variable.4.1.3 Node variablesNode variables a�ect the execution of the node-control daemons. Each node has adistinct set of node variables. Table 3 lists the currently implemented node variablesand their default values. Node variables are set with the rset host variablevalue command. If host is all, all running nodes are a�ected. If value is notspeci�ed, the current value of variable is displayed. If neither variable nor valueis speci�ed, the values of all variables on the speci�ed host are displayed.8



Table 3: Node variablesNode Variable Value Actionpcn Default supplied Executable to start on this nodeby PCN hostpcn-dir Default supplied Directory in which to start PCN nodeby PCN hostenabled yes Node can run PCN node processesno Node cannot run PCN node processesThe value of the enabled variable can be set using the enable and disablecommands. The enabled command lists all currently enabled hosts.4.2 Running on Many MachinesIt can be di�cult to manage the execution of PCN on a diverse set of machines. ThePCN nodes must be able to �nd the compiled PCN code; they may expect to executein a certain directory; or they may need to execute a custom PCN executable. It ispossible to specify each of these parameters to host-control by using the pcn andpcn-dir node variables. For a simple network of machines, one can use the rsetcommand to manually set these variables for each host. However, this procedurebecomes tedious and must be repeated each time the node daemons are restarted.The utility host-control provides a facility that automates the procedure. Ahost con�guration �le de�nes the values for node variables on a per-architecture, per-host-group (see x2.2.2), or per-node basis. Hence, to handle a large set of machines,one would de�ne a host con�guration �le that de�nes the pcn and pcn-dir nodevariables for the appropriate architectures. For example, we know that our customPCN executable is in /home/olson/<architecture>/mypcn and that we want torun PCN in /home/olson/proj. However, on the machine named faraway.uni.eduthe directories are quite di�erent. The con�guration �le would hence look like thefollowing:arch: sun4pcn /home/olson/sun4/mypcnpcn-dir /home/olson/projarch: dec5000pcn /home/olson/dec5000/mypcnpcn-dir /home/olson/projhost: faraway.uni.edupcn /usr/guest/mypcnpcn-dir /usr/guest/runit 9



Con�guration �les are loaded by using the host-control load-config com-mand.4.3 Seeing Node OutputBy default, all node output is displayed by host-control. One can set theshow-output host variable to no to disable the display. If the collect-outputhost variable is set to yes, host-control saves all node output (even if it does notdisplay it). To see the saved output, type dump-output hostlist. This will dumpthe output from the speci�ed hosts (or all hosts if none is speci�ed). To 
ush thesaved output, use the flush-output hostlist command.4.4 Getting HelpThe command help command prints a help message for the given command. If youare not sure which command to use, the apropos string command prints a list ofcommands in which the text string is found. string can be a regular expression.For the exact usage of a command, use the command usage.4.5 Shell-like CommandsThe host-control utility provides several features for interacting with the shell andenvironment:� Each command that expects a �lename performs tilde expansion on the �le-name.� It is possible to change the current working directory of the host-controlprocess by using the cd. The host-control utility also maintains a directorystack �a la csh, de�ning the pushd, popd, and dirs commands.� One can de�ne a command alias using the alias command.� One can run a shell command using the ! command.� One can edit a �le using the edit file command. The editor used is deter-mined by the editor host variable.4.6 Startup File for host-controlWhen host-control begins execution, it reads the contents of the�le .host-control.rc in the user's home directory and executes each line as ahost-control command.4.7 Exiting host-controlTo exit host-control, use the exit or quit commands, or type the shell end-of-�lecharacter (usually control-D). 10



5 SummaryThe host-control system provides a convenient framework in which to run thenetworked version of PCN on a large number of machines. It also provides moreprecise control of the PCN execution environment, something that is often di�cultin the networked environment.Reference[1] Larry Wall and Randal L. Schwartz. Programming perl. O'Reilly & Associates,Inc., Sebastopol, California, 1990.
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